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Photovoltaic (PV) power forecasting has the potential to mitigate some of effects of
resource variability caused by high solar power penetration into the electricity grid. Two
main methods are currently used for PV power generation forecast: (i) a deterministic
approach that uses physics-based models requiring detailed PV plant information and
(ii) a data-driven approach based on statistical or stochastic machine learning techni-
ques needing historical power measurements. The main goal of this work is to analyze
the accuracy of these different approaches. Deterministic and stochastic models for day-
ahead PV generation forecast were developed, and a detailed error analysis was per-

formed. Four years of site measurements were used to train and test the models. Numeri-

cal weather prediction (NWP) data generated by the weather research and forecasting
(WRF) model were used as input. Additionally, a new parameter, the clear sky perform-
ance index, is defined. This index is equivalent to the clear sky index for PV power gener-
ation forecast, and it is here used in conjunction to the stochastic and persistence models.
The stochastic model not only was able to correct NWP bias errors but it also provided a
better irradiance transposition on the PV plane. The deterministic and stochastic models
yield day-ahead forecast skills with respect to persistence of 35% and 39%, respectively.
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1 Introduction

IEA reports show that in the last decade, the cumulative
installed capacity of photovoltaic has grown at an average rate of
49% per year reaching by the end of 2014 a worldwide installed
capacity of 177GW. In 19 countries, the annual PV contribution
to electricity demand was estimated to exceed the 1% mark, with
Italy leading with at least 7.9% followed by Greece at 7.6% and
Germany at 7%. Different IEA scenarios have predicted for 2050
a PV penetration between 6% and 11% of the world electric con-
sumption [1,2].

Electricity load can be affected by high PV generation, intro-
ducing a stochastic variability dependent on the meteorological
conditions [3]. In particular, on the daily time scale, the PV pro-
duction increases load ramps so that a greater secondary reserve
and ready supply is needed. This, for example, in case of domestic
load, is accentuated in the evenings when the rapid reduction of
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large amounts of PV power is added to an increase in electric
consumption.

Thus, the large share of PV power introduces new challenges
for the stability of the electrical grid, both at the local and national
level, requiring more reserves to ensure electrical balancing and
overcome the unpredictability and variability of the electricity
demand. Moreover, it implies an increase in costs related to trans-
actions on the day-ahead and intraday energy market and dis-
patching operations on the real-time energy market. Despite the
challenges, grids can sustain high penetration of distributed power
generation provided that quality of supply is addressed at connec-
tion point through the capabilities of modern power electronics,
distributed control, and the use of ancillary services.

The PV power forecast could mitigate the effects of high solar
power injection into the electricity grid on grid management and
on the energy market. The short-term forecast (intrahour) could be
used to predict the power ramps and voltage flickers as well as to
better control the operations on the real-time market and dispatch-
ing management. The midterm forecasts (intraday and day-ahead)
could be used, on the one hand, for load following to control volt-
age and frequency instability and for transmission scheduling to
reduce the secondary reserve. On the other hand, it could be
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employed for a better match between the intraday and day-ahead
market commitment and the real PV production, thus reducing the
energy unbalancing costs. For these reasons, the site and regional
day-ahead forecast of the solar power generated by large PV pro-
ducers and distribution system operators is now mandatory in
many European and non-European countries (Italy, Germany,
Spain, Romania, U.S., Japan, etc.), and consequently, increasing
the forecast accuracy becomes more and more important.

For day-ahead forecasts (24-72h horizon), the numerical
weather prediction (NWP) data should be employed to obtain an
acceptable accuracy level, as for intrahour and intraday forecast,
the use of full sky images and satellite data is essential. The NWP
data are generated by global or mesoscale simulation models able
to provide the numerical integration of the coupled differential
equations describing the dynamics of the atmosphere and radia-
tion transport mechanisms [4]. Moreover, these data are usually
corrected by postprocessing algorithms called model output statis-
tics (MOS) that use past ground measurements to partially remove
the systematic errors [5-7].

The PV power generation forecast on the horizon of 24-72h
can be achieved through deterministic or data-driven approaches.
Figure 1 presents a visual summary of the two approaches.

The first approach is based on physical or semi-empirical mod-
els. It uses a transposition method to project the global horizontal
irradiance (GHI) predicted by NWP models (eventually corrected
by MOS post processing) on the PV tilted surface. In a second
step, the predicted global plane of array irradiance (GPOAI)
together with other NWP variables is used in a power estimation
model to forecast the PV generation. Deterministic models using
different NWP data, transposition, and power estimation methods
were developed by Lorenz et al. [8,9] and Pelland et al. [10], and
were used both for site and regional PV power forecast.

The second approach involves a wide range of machine learn-
ing models that can be built using past measurements. By training
on historical datasets, these statistic or stochastic models try to
reconstruct the relationship between input and output data. They
are based on data-driven algorithms that do not require knowledge
of the physical laws describing the phenomenon. These algorithms
can use a variety of NWP variables to directly provide the PV
generation forecast. The hybrid models could be obtained using
different models in series.

A variety of machine-learning models using different techni-
ques were developed by various authors. For site day-ahead power
forecasts, Yona et al. [11] implemented models based on a multi-
layer perceptron (MLPNN), radial basis function (RBFNN), and
recurrent neural networks (RNN). Chen et al. [12] and Tao et al.
[13] used the RBFNN and nonlinear autoregressive exogenous
NN (NARX) while Wang et al. [14] coupled the MLPNN with the
gray model (GM). Mellit et al. [15] introduced the adaptive feed-
forward backpropagation network (AFFNN) for the short-term
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Fig. 1 Schematics of the different approaches for day-ahead
PV power forecast
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forecasting. Larson et al. [16] make use of a multilinear regression
model.

Bacher et al. [17] developed autoregressive with and without
exogenous input (AR/ARX) models for intraday and day-ahead
power forecast. Mellit and Pavan [18] and Li et al. [19] tested two
power forecast models based on the MLPNN and ARMAX algo-
rithms, which make use only of ground measurement data. For
site and regional forecast, Zamo et al. [20] compared the accuracy
of many different techniques: bagging, random forest, boosting,
support vector machine (SVM), and generalized additive model
(GAM), concluding that the random forest was the best perform-
ing model. For regional forecast, da Silva Fonseca et al. [21]
explored an interesting technique based on support vector regres-
sion (SVR) coupled with a principal component analysis (PCA)
preprocessing, while in Ref. [22], the same authors developed and
tested different models based on the SVR. Finally in more recent
years, a probabilistic approach extensively employed in wind
forecasting has started to be adopted also for PV power predic-
tions. This method is focused on informing about the distribution
of potential events through a set of conditional probability density
functions [23,24] or ensemble of alternative forecast trajectories
obtained through deterministic or data-driven models [25,26]. An
overview on PV power forecast techniques can be found in
Refs. [27-29].

The deterministic approach does not require past power meas-
urements whereas detailed information on the PV plant setup
(geographic position, electrical configuration, etc.) is needed. On
the contrary, for the data-driven stochastic approach, power meas-
urements are essential while none or very little plant information
is needed. Which of the two is the outperforming method is still
under investigation and it is the main goal of this work. Indeed,
the aim of the paper is not only to develop and test two original
deterministic and stochastic models for site day-ahead PV genera-
tion forecast but also to better understand the main sources of
error of the different approaches. Moreover, in the paper, a new
parameter called “clear sky performance” index was defined. It
was used both to develop the stochastic model and to set up a bet-
ter performing persistence model. This parameter could be consid-
ered the equivalent of the clear sky index for the PV power
generation.

The deterministic model is composed by a MOS correcting the
weather research and forecasting model (WRF) irradiance predic-
tion, an isotropic transposition model, and a high performing
power estimation model. The stochastic model uses a probabilistic
approach applied to a qualified ensemble of 300 artificial neural
network predictions. Four years of monitored weather and produc-
tion data from a 662 kWp Cadmium Telluride PV plant, located
in Bolzano (Italy), were used to train and test the models. First, a
preliminary assessment of the deterministic model was developed
to assess the quality of the NWP prediction of the global horizon-
tal irradiance and the accuracy on actual data of the used transpo-
sition and power estimation methods. Then, the accuracy of the
two models together with the persistence model (used as bench-
mark) was compared and analyzed. Finally, a detailed analysis of
the forecast errors was performed. In particular, the error propaga-
tion inside model chain used in the deterministic approach was
studied. Moreover, the impact of the nominal power degradation
of the CdTe modules on the power estimation and forecast accu-
racy was also evaluated. Then, the main improvements of the sto-
chastic approach with respect to the deterministic one were
pointed out.

This paper could be considered complementary to Ref. [10],
where the impact of different transposition and power estimation
methods on the deterministic model accuracy was studied.

2 Data

2.1 Actual Data (Ground Measurements). Four years of
experimental data were used to train and test the forecast models:
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from Jan. 1, 2011 to Dec. 31, 2014. Measurements were per-
formed in the outdoor test facility of Airport Bolzano Dolomiti
(ABD) (position ca. 46.46 N, 11.33 E, elevation: 262 m) located
in South Tyrol, Italy [30]. The power generation measurements
are the hourly average production of a 662 kWp commercial PV
plant with cadmium telluride thin film technology. The modules
are oriented 8.5 deg west of south and 30 deg tilted. The DC and
AC side electrical parameters are measured every 15 min by com-
mercial inverters that assure a good level of accuracy in current
(Impp) and voltage (Vinpp), With an average difference from a dedi-
cated system of less than 5% and less than 2%, respectively, fur-
ther decreasing at higher irradiance [31]. Moreover, an
independent meteorological station provides measurements of
global horizontal and diffuse irradiance, global plane of the array
irradiance, wind speed, air temperature, and back of the module
temperature with a frequency of 1 min, which is then averaged on
a 15 min time interval. The sensors are systematically cleaned and
periodically calibrated in order to comply with the standard
IEC61724:1998 (1998).

Figure 2(a) shows the time series of daily reference yield and
final yield in the considered period. It should be remarked that
irradiance measurements started from Feb. 6, 2011. Figure 2(b)
reports the monthly average of daily power yield for the consid-
ered four years. A large monthly variability of power generation
between years due to the different amount of clear sky days is
clearly visible.

2.2 Numerical Weather Prediction Data. The NWP model
used is weather research and forecasting (WRF-ARW) version
3.6.1 developed by National Center of Atmospheric Research
(NCAR). The model is run operationally by the U.S. National
Weather Service and, being open-source and easily portable, it is
widely used around the world for research and weather forecasts
[32]. The details of used WRF physics configuration are reported
in the Appendix.

Daily hindcasts were performed for the period considered
(2011-2014). The model was initialized at 12 UTC, analyzing the
24 h forecasts starting from the following 00 UTC, which is the
typical procedure for the NWP solar day-ahead forecast. The
model domain is centered over Italy with a horizontal resolution
of 12km, a higher resolution inner domain is nested centered on
the region of interest, with a horizontal resolution of approxi-
mately 3 km. This horizontal resolution was necessary because of
the complex orography of the region. For the nested domain, a
physics configuration suitable for operational forecasting was
made, balancing accuracy in the results with computational effi-
ciency (Table 1).,

3 Clear Sky Performance Index

The clear sky index (Eq. (1)) is extensively used in literature on
solar irradiance forecast to normalize the measured solar radiation
to its theoretical value under perfectly transparent atmosphere

+ Reference Yield (¥r)
* Final Yield (Yf) -
-

YE(). Y (RWHKW )

power yield (KW/KW )

o

Fig. 2 (a) Daily reference yield (Yr) and final yield (Yf) from
Jan. 1, 2011 to Dec. 31, 2014 and (b) monthly average of daily
power yield for all the considered years
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Table 1 WRF physics configuration

Microphysics
Surface layer
Surface
Boundary layer
Cumulus scheme

Eta microphysics scheme [33]
MMS similarity scheme [34]
Noah surface model [35]
YSU [36]

Kain—Fritsch [37]

Ko, = GHI/GHI,, 1

where GHI, is the global horizontal irradiance estimated by a
clear sky model. On the other hand, in the photovoltaic sector, the
performance ratio (Eq. (2)) is the main index used to evaluate the
plant performance

PR = P’”i/P” )

GPOAI/G,
where P, is the power output, P, is the plant nominal power,
GPOALI is the global irradiance on the plane of array, and
Go=1000 W/m2 is the reference irradiance. It measures the ratio
of the real power production for unit of installed peak power
(P,,/P,) and the expected generation with an incident irradiance of
GPOAL Thus, it evaluates the plant performance and relative
losses in real operating conditions.

In this paper, a new parameter that could be considered the
equivalent of the clear sky index for the PV power generation is
defined. It is called “clear sky performance index” (PK.), and it
combines the two above-mentioned parameters

Pn/P,

PKey = ——
“ " GPOAIL,/Gy

3

where GPOAI; is the plane of array clear sky irradiance. As for
the irradiance forecast, the clear sky performance index could be
used both to develop forecast models and to characterize sky con-
ditions (when no irradiance data are available).

In perfect clear sky conditions, PK is equal to PR. On the con-
trary, in very overcast, PK. is similar to K. evaluated on the
plane of array.

Figure 3 shows an example of the daily trend of the above-
mentioned indexes. In could be observed that the PK ., behaves
like PR in clear sky conditions (Aug. 16, 2011) and like K in
overcast conditions (Sept. 18, 2011).

PK . can be used as K to characterize the sky conditions: over-
cast days with PK s < 0.4, partially cloudy with 0.4 < PK . <0.8,
and clear sky with PK ;> 0.8. Nevertheless, the threshold values
(0.4 and 0.8) are more site dependent, since the PK., index
depends not only on the used clear sky model but also on the PV
plane position and PV modules technology. Thus, it is better to
tune these parameters on the specific site.

4 Description of Forecast Models

In this section, we provide a description of all the PV produc-
tion forecast models developed in this paper and later applied (see
Sec. 6) on a specific site. Both deterministic and stochastic
approaches are used here. The first (described in Sec. 4.2) is a
method based on a chain of three different semi-empirical models
derived from physical considerations. The second (described in
Sec. 4.3) is a data-driven method based on an ensemble of artifi-
cial neural networks. Finally, persistence models used as bench-
mark are described in Sec. 4.1.

4.1 Persistent Benchmark Models. This is a trivial model
that assumes that the weather conditions on the present day and
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Fig. 3 Daily trend of clear sky index (Ks), performance ratio
(PR), and clear sky performance index (PK_s) in a clear sky day
and in an overcast day

on the day of the forecast are identical. There are several persist-
ence models used in day-ahead solar irradiance predictions that
lead to different root-mean-square error (RMSE) [38]. The
“naive” persistence model (PM) assumes the persistence of global
horizontal irradiance while other more accurate models (KPM)
presume the persistence of the clear sky index (clear sky persist-
ence models). In the literature, regarding PV generation forecast,
only the simple persistence is used

PPM(h + H) = P, (h) 4)

where £ is the hour of the day, H is the forecast horizon (in this
case 24h), P"M(h + H) is the power output predicted by the per-
sistence model for the time 4 + H, and P,,(h) is the actual power
generated at time 4. In this paper, a new model based on the per-
sistence of the daily PK index is defined

PyM(h+ H) = PKey(dd)GPOAI(h + H) 5)

where PXPM (1 + H) is the power output predicted by the new per-
sistence model for the time &+ H, GPOAI ((h + H) is the clear
sky global plane of array irradiance provided by the WRF for the
time /2 + H, and PK_(dd) is the daily clear sky performance index
of the actual day dd

> Puh)/P,

PK(dd) = 22 6
() Y GPOAIL(h)/Go ©
h=1:24

This model could be considered the equivalent of the irradiance
clear sky persistence for PV generation forecast, and it could be
adopted as a benchmark model.

021010-4 / Vol. 139, APRIL 2017

4.2 Deterministic Model: Model Output Statistics for
Relative Humidity (MOSRH) + Isotropic Transposition
Model (IM) + Sandia PV Array Performance Model (SAPM).
The deterministic approach follows the chain of three different
models:

(1) the model output statistic (MOSRH), which provides a cor-
rected GHI forecast, through physical postprocessing of
WREF irradiance output

(2) the Liu—Jordan isotropic transposition model (IM) that proj-
ects the predicted GHI on the plane of array, providing the
GPOALI forecast

(3) the Sandia PV array performance model (SAPM) that con-
verts the GPOAI prediction into PV power generation

(1) A first version of the MOSRH postprocessing algorithm can
be found in Ref. [7]. The final version of this algorithm is here
described. The idea behind MOSRH is based on the fact that GHI
experiences a reduction at every atmospheric layer with a non-
negligible value of water molecules in the liquid phase. This situa-
tion occurs when relative humidity is near or at the saturation
level. On the contrary, the majority of WRF’s built-in radiation
schemes behave like a step function in damping GHI, since GHI
experiences a considerable damping only if one or more vertical
model levels present a water vapor content at the saturation level.
This produces a considerable error in the irradiance prediction.
The MOSRH does not only take into consideration vertical levels
where relative humidity saturates but also all levels where the rel-
ative humidity is greater than a predefined threshold. The GHI
damping increases linearly for the levels where the relative
humidity is higher than its threshold to reach complete absorption
only when the relative humidity reaches 100%. Subsequently, the
impact of damping is weighed accordingly to the quantity of
humidity in the single vertical level, now independently from their
altitude. The weights decrease exponentially with decreasing
humidity and are derived from the application of the
Beer—Lambert law [39]. Subsequently, the weights are normalized
in order to obtain a value between 0 and 100, similar to the calcu-
lation of the total cloud cover percentage. The result was named
pseudocloud cover (PCC)

PCC = "(RHw;)/ > w; (7
J J

where RH; is the relative humidity value of level j and the sum is
calculated from the bottom to the top of the atmosphere; w; is the
weight of the level j and is equal to zero for the levels below their
specific threshold. Finally, in this MOSRH version, the resulting
corrected GHI at the lowest level of the atmosphere is given by
the following equation:

GHIj,y = dGHI(1 — aPCC’) + ¢ ®)

where GHI; is the clear sky GHI at the lowest level of the atmos-
phere predicted by the RRTMG radiation scheme; a, b, ¢, and d
are regression coefficients obtained by fitting observational data.
To better fit the observational data, three sets of coefficients that
exclude one another are used based on the forecast meteorological
condition. The clear sky conditions are defined by PCC < 0.05,
partly cloudy conditions by 0.05 < PCC < 0.7, and overcast condi-
tions by PCC > 0.7. A similar regression for the sky cover predic-
tions from the National Digital Forecast Database was found by
Perez et al. [5]. The values of the coefficients a, b, ¢, and d for
Bolzano are shown in Table 2.

(2) The Liu—Jordan isotropic model (IM) [40] is one of the
most used transposition methods adopted in forecast applications
[8,10], since it requires a small number of parameters and forecast
data. There are many different transposition models; nevertheless,
Pelland et al. [10] proved that the choice of transposition model
has little impact on the PV forecast accuracy.
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Table 2 Regression coefficients for Bolzano

Meteorological conditions a b c d
Clear sky (PCC < 0.05) 0 1 22 0.96
Partly cloudy (0.05 < PCC < 0.7) 0.36 0.88 0 1
Overcast (PCC > 0.7) 0.68 2.33 0 1

Table 3 Accuracy metrics where PSPS = observed hourly PV
power generation (kW), Pfor = forecast hourly PV power gener-
ation (kW), P, = plant nomlnal power (or plant capacity) (kWp),
and n = number of sun hours in the considered period

Name Acronym and formulas
Forecast error = (Plor — pob) /P,
Root-mean-square error R
h
RMSE =
Mean absolute error S el
MAE = - —
Mean bias error 2""
MBE = =L~
RMSE skill score _ RMSE,e; ~RMSEeq
SS = 100 (W)
Energy imbalance
&y El= 3 e

h=1

(3) The Sandia PV array performance model (SAPM) was
developed at the Sandia Laboratory [41], and it is one of the most
accurate semi-empirical models used to estimate the PV power
generation in real operating conditions. The peculiarity of SAPM
with respect to other semi empirical models [8—10,42] is the esti-
mation of the module optical losses through the modeling of the
effective irradiance. Moreover in this paper, a multiplicative
yearly degradation factor (APn=P,,0/P,) was introduced to take
into account the reduction of the plant peak power (P,,) with
respect to the nominal power (P,). Similar technique was used in
Ref. [42] for better module characterization. Thus, the present ver-
sion of SAPM is a very complete power estimation model that
takes into account all the main effects that modify the PV plant
performance in real operating conditions: spectral and reflection,
temperature and irradiance effects, and power degradation.

4.3 Stochastic Model: Relative Humidity Neural Network
Model (RHNN). The RHNN is a stochastic model based on a
qualified ensemble of artificial neural networks (ANNs) developed
by the ESTER laboratory of the University of Rome “Tor
Vergata.” The ANN is a mathematical model that invokes the
structure of biological neural connections [43]. The model con-
sists of a group of neurons, and it processes information using a
connectionist approach to computation. This technique is often
employed in solving forecasting problems; an extensive review
can be found in Ref. [44]. Concerning solar radiation forecast
using ANN, a review can be found in Ref. [45]. Several neural
networks architectures exist and have been studied; in this paper,
the multilayer perceptron (MLPNN) was adopted. The MLPNN
has the ability to imitate natural intelligence in its learning from
existing sample data, so that the algorithm learns from sample
data by constructing input—output connections. The connections
are depicted by the weights matrix (W) that mimics the strength
of the synapse connections between neurons, and the bias vector
(b) that stands for the neurons activation threshold. In an MLPNN
with one hidden layer, the relation between input stimuli (X) and
the neurons activities (Y) is modeled as follows:

Y = f(Z)(W(2)f(1)(W(1)X + b(l)) + b(2)) 9)
where (i=1, 2) is the layer index and f are transfer functions
modeling the intensity of neurons activities. The parameters W

Journal of Solar Energy Engineering

and b"” are empirically derived by a training and validation proce-
dure, minimizing the error between the input and the output of a
known set of data. The MLPNN is a nonlinear semi-empirical
function dependent on a large number of parameters. A stochastic
component is introduced by a random choice of the initial condi-
tion of the minimization procedure and by a random partition of
the training data into training and validation sets. The MLPNN is
typically used to model complex relationships between inputs and
outputs. Since it establishes a mapping between the input stimuli
(X) and the output signal (Y), it can be simply expressed as

Y = fun(X) (10)

It has to be stressed that the performance of the MLPNN is
strongly dependent on the internal structure of the network, on the
variable chosen as input and on the method used for the training.
For the RHNN model, an MLPNN with two layers was adopted
(see Fig. 4), and a hyperbolic tangent and linear functions were
chosen as transfer functions between the layers. The model pro-
vides the forecast of the clear sky performance index (defined in
Sec. 3), using the seven inputs (X) reported in Fig. 4 and described
as follows.

The first input is negative if the solar azimuth angle is lower
than 180 deg and positive if the solar azimuth angle is greater than
180 deg. It describes the sun position with respect to the plant
angle of incidence and the small asymmetry in the PK . between
morning and afternoon of clear sky days due to different water
vapor contents (input sign). It also takes into account the impact
on the plant performance of reflection and incident spectrum. The
second input (NWP of ground air temperature) was introduced to
consider the effect of temperature on the plant performance. The
other four inputs are the average values and the standard deviation
of the relative humidity predicted by WRF for the vertical levels
below 775 hPa and between 775 hPa and 400 hPa. The seventh is
the relative humidity predicted by WRF at a higher level corre-
sponding to 300 hPa. The last five parameters aim to take into
account the cloud formation at different atmosphere levels: low
clouds approximately below 2500m, midclouds between 2500
and 7500 m, and high clouds up to 9000 m. Following the idea
behind MOSRH (described in Sec. 4.2), the model RHNN aims to
provide a direct forecast of power output, starting from the numer-
ical weather prediction of the relative humidity of atmospheric
levels. Nevertheless, we need to remark that also different inputs
were tested to develop the ANN model: relative humidity, air tem-
perature, wind speed, and geopotential predicted by WRF for 20
vertical levels. Different inputs combination and average do not
effectively improve the accuracy of RHNN model. Thus, this
model is the best compromise between input information and
model complexity. This also confirms that the major source of
error in the WRF irradiance prediction is the capability to estimate
the damping of the clear sky irradiance due to the relative humid-
ity of atmospheric levels. A similar approach was used in

Hidden
layer

Input
+cos(AOI) @-\\
NN

WREF Tair [°C]

Output
layer

WREF avgRHI(<=775 hPa) [%] (3) : Y
WRF avgRHM(<=400 hPa) [%] (&)< /%//7@%@ PKcs
WRF stdRHI(<=775 hPa) [%] (5 .
WRF stdRHm(<=400 hPa) [%] (6)” 97/ ‘ f =

WRF RH(300 hPa) [%)] O/

Fig. 4 Inputs (X) and output (Y) of the RHNN model
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Ref. [23], where the cloud cover forecast of three atmospheric lev-
els is used as predictor for their random forest model.
Thus, Eq. (10) becomes

PK™ = RHNN(X) (11)
so that the PV power generation forecast 24 h ahead can be calcu-
lated as follows:

Plr — p,PK™" (GPOAIL/Gy) (12)
where GPOAIL is the clear sky plane of array irradiance predicted
by the WRF model, P is the hourly power generation forecast,
and P, is the plant nominal power.

Finally, the RHNN model was generated by a master optimiza-
tion procedure, described in detail in Ref. [46] and here briefly
summarized.

The Levenberg—Marquardt algorithm was used to minimize the
mean square error (MSE) function using 60% of one year data for
training and 40% for validation. The net structure was identified
through an optimization process that provided the best number of
neurons in the hidden layer (S) through a further MSE minimiza-
tion procedure. Once the best number of hidden neurons was iden-
tified, 500 ANNs were generated using the repeated random
sample validation procedure. Subsequently, a qualified ensemble
was selected (around 300 ANNs), choosing all the ANNs with the
MSE lower than the average MSE of the 500 networks. Finally,
the forecast was obtained by averaging the ensemble outputs.
Since the relationship between the predicted weather variables
(i.e., RH and temperature) and the clear sky performance index,
modeled by RHNN, should not depend on time, it remains station-
ary during the considered years (2011-2014) making each year
independent from each other. For this reason, the accuracy of
ANNSs ensemble should not depend on the year used for the train-
ing and validation procedure. Thus, two different ensembles of
ANNs were generated: one trained and validated on the year 2011
with seven neurons in the hidden layer and the second trained and
validated on the year 2012 with six hidden neurons. The ANN
ensemble trained on 2011 was used for the forecast of the years
2012, 2013, and 2014, while the ANN ensemble trained on 2012
was used to forecast the year 2011.

5 Metrics to Evaluate Forecast Accuracy

According to the solar forecast literature, the main metrics used
to evaluate the models accuracy are reported in Table 3.

The RMSE accentuates the greater forecasting errors while the
MAE is exactly the measure of the unbalanced power. The MBE
describes systematic deviation of the forecast. All the metrics are
calculated using one year of observational data to provide a reli-
able information on the forecast performance. The normalized
error indexes: NRMSE, NMAE, and NMBE are calculated divid-
ing by the yearly mean generated power. All the performance
indexes above are calculated excluding the night values (when the
plane of array clear sky irradiance provided by WREF is equal to
zero). The forecast performance on a fixed horizon essentially
depends on site and year. To compare the accuracy obtained by
different models in different sites or years, a reference model is
used. If the reference model has a similar performance (with
respect to a specific metric) in two different sites or years, then
the two weather conditions can be considered comparable. Thus,
also the accuracy of different forecast models calculated by the
same metric can be compared. The skill score (SS) is less site and
year dependent, and it allows to evaluate which forecasting model
outperforms.

The most common reference model used in the solar forecast
sector is the persistence model (PM), as defined in Sec. 4. The
accuracy of the PM can be considered as a measurement of the
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forecast difficulty for a specific site and period so that the skill
score with respect to the PM states the quality of the adopted fore-
cast model. An example of the use of the skill score to evaluate
irradiance variability can be found in Ref. [47]. Finally, the energy
imbalance (EI) measures the difference between the forecast and
the real energy production in the considered period.

6 Results
6.1 Deterministic Model Preliminary Assessment

6.1.1 NWP Irradiance Assessment. Lorenz et al. [48] pre-
sented a benchmarking of different approaches to predict the GHI
measured by different weather stations in four European countries.
Figure 5 shows minimum, maximum, and average values of
RMSE obtained by these different approaches together with the
RMSE achieved by the MOSRH(WRF) irradiance prediction for
the site of Bolzano. These forecast errors are plotted as a function
of the RMSE of the persistence model used to measure the irradi-
ance variability at different locations (see Ref. [47]).

It can be observed that accuracy reached by the MOSRH(WRF)
forecast is inside the European performance range, below the Aus-
tria and Switzerland average values, even though the RMSE of
the persistence model is higher in Bolzano than in the other loca-
tions. Indeed, the persistence error indicates greater difficulties in
irradiance forecasting. Thus, the GHI numerical weather predic-
tion data used in the deterministic approach show a “state-of-the-
art” quality level.

6.1.2  Transposition Model Assessment on Actual Data. Figure 6
shows the errors of the isotropic transposition model (IM) in dif-
ferent typologies of days identified by the daily clear sky index:
overcast days with K, < 0.4, partially cloudy with 0.4 < K s < 0.8,
and clear sky with K ;> 0.8. In the figure, also yearly accuracy
values are reported. From Fig. 6, it appears that the maximum
underestimation is achieved in clear sky conditions with variable
irradiance (0.6 < K., < 0.8) when the reflected irradiance incident
on the plane of array can have higher values than the horizontal
one. This confirms the result in Ref. [49]. Indeed, the author found
that the Liu—Jordan isotropic transposition model provides a good
fit to empirical data under overcast skies but underestimates the
amount of solar radiation incident on tilted surfaces under clear
and partly cloudy conditions.

As a whole, the models achieve an NRMSE of 7.5% (with an
averaged GPOALI of 340.3 W/m?), values that are not so far from
the pyranometer uncertainty limits, confirming the results found
in Ref. [50].

6.1.3 Power Estimation Model Assessment on Actual Data.
The Sandia PV array performance model (SAPM) provides a very
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Fig. 5 Minimum, maximum, and average values of RMSE
obtained by different irradiance forecast approaches reported
in Ref. [44] and the RMSE achieved by the MOSRH(WRF) solar
irradiance prediction for Bolzano site versus the RMSE of the
clear sky persistence model
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Tranposition Model error: daily RMSE and MBE vs daily Kcs
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Fig. 6 Liu-Jordan isotropic transposition errors in different
typologies of days identified by the daily clear sky index

accurate description of all the main sources of loss or gain that
affect the PV power generation. Nevertheless, the variation of the
nominal power of the plant due to metastability of modules mate-
rial (degradation or seasonal fluctuation) is not taken into account.
The impact of this effect on the performance of crystalline mod-
ules is usually negligible, while it could be very important for thin
films devices, see Refs. [30,42,51]. Indeed, since in this case the
plant is based on CdTe thin film technology, a fine-tuning of the
module degradation brings to a remarkable improvement of the
model accuracy. If this effect is neglected, the SAPM yields an
RMSE of 5.2% of P,, and it provides a notable overestimation of
the generated power (MBE =3.2% of P,) because the real PV
plant power is degrading over the years. On the contrary, consid-
ering an initial degradation of 5% of P, (APn=95% of P,)) and a
yearly degradation rate of —1.3% (APn=98.7% of P,), as meas-
ured by Belluardo et al. [30], the model exhibits an RMSE and
MBE of 2.8% and 1.2% of P,. Nevertheless, it should be pointed
out that the estimation of the degradation rate is rarely possible in
operative forecasting. Thus, the prediction accuracy reached by
the deterministic model reported in this paper could be easily con-
sidered as the higher limit of the deterministic forecast perform-
ance. Figure 7 shows the good agreement between the measured
power and performance ratio and estimated ones. It should be
remarked that the higher errors in the PR estimation early in the
morning and late in the afternoon are related to the shadowing by
mountains that cannot be estimated by the SAPM.

] [—GPOAI (actual)
-6-P/Pn (actual)
~--P/Pn (SAPM)

505111

~-PR(actual)
PR (SAPM)

Fig. 7 Hourly trend of power and performance ratio, measured
and estimated by the SAPM
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6.2 Forecast Models Accuracy Analysis

6.2.1 Accuracy Comparison. In Figs. 8 and 9, the yearly accu-
racy values of the deterministic and stochastic models are reported
together with the reference persistence models. From Fig. 8, it can
be pointed out that for all the models, the skill score is almost con-
stant for all the years. For this reason, this metric is usually used
to compare forecast methods in different years or sites.

In the irradiance forecast community, usually the persistence
model used as reference is the one obtained by the clear sky index
since it achieves an RMSE lower than the simple persistence [38].
In the same way, for the power forecast, the persistence calculated
using the clear sky performance index (KPM) shows a 10% of

annual peformance averaged over the years: 2011-2014

PM
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Fig. 9 Accuracy comparison of PV power generation forecast
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skill score with respect to the simple persistence model (PM) (see
Fig. 8), so that it could be used as a better benchmark model.
Nevertheless, since in the literature on the PV generation forecast,
the simple persistence is adopted as a reference model, the skill
scores reported in this section are calculated with respect to the
RMSE of the simple PM.

The deterministic model (MOSRH + IM + SAPM) achieves an
RMSE and MAE of 12.9% and 8.8% of P,, showing a systematic
power overestimation confirmed by an MBE of 4% of P,. It
obtains a skill score of 35% with respect to the RMSE of PM.

The stochastic model (RHNN) exhibits an unbiased forecast
with RMSE and MAE of 11.8% and 7.8% of P,,, obtaining a skill
score of 39%.

Figure 10 shows the behavior of residuals of the two approaches.
The probability to obtain a forecast error inside the range of *5%
of P, is 46.5% for the deterministic model and 50% for the stochas-
tic one. Indeed, the stochastic approach reduces the overestimation
at low generation level (P, /P, <450kW/kWp) even if it slightly
increases the underestimation at high generation (P,,/P, > 950 kW/
kWp), see Figs. 10(a2) and 10(b2).

Moreover, this model obtains a more accurate power distribu-
tion forecast, bringing the distance of the Kolmogorov—Smirnov
test (KS) from 0.13 to 0.078, see Figs. 10(a3) and 10(b3).

(a1) Deterministic model (MOSRH+IM+SAPM)
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errors versus rated power (P/Pp), and 3)
Kolmogorov-Smirnov test
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Furthermore, the stochastic model provides a remarkable
improvement of the number of days with lower daily mean abso-
lute error with respect to the deterministic one. It appears that the
rate of days with a daily MAE less than 5-10% of P,, obtained
through the two forecast models is, respectively, 19-66% (deter-
ministic) and 29-76% (stochastic). In addition to this, the first
method leads to a yearly average energy imbalance of 378 kWh/
kWp corresponding to 29% of the produced energy. The second
method achieves an energy imbalance of 338 kWh/kWp, corre-
sponding to 26% of the produced energy.

Thus, the stochastic model outperforms the deterministic one.
The reason of this accuracy improvement will be explained in
Sec. 6.3.2.

Similar results were found by Huang et al. [52], where they
obtained an RMSE of 12.45% for their deterministic model and
10.5% for the stochastic one (based on MLPNN architecture). For
that specific study, the one-diode model used for power estimation
is less accurate than the SAPM, obtaining on actual data an
RMSE of 5.5% of P,

Unfortunately, there are no European accuracy benchmarks
readily available in the literature on PV power generation fore-
casts, such as Ref. [48] for the GHI prediction. Thus, it is difficult
to understand the quality of the reported forecast methods. In spite
of this, Lorentz [53] using a deterministic approach reports for
Germany an average value of RMSE of 12.8% (one day-ahead
forecast on single PV plant). Considering that the RMSE of GHI
forecast (achieved by persistence) for Germany is lower than the
RMSE of the Bolzano site (see Fig. 5), the obtained accuracy of
12.9% could be considered as an interesting result. Always using
a deterministic approach with GEM postprocessed NWP, Pelland
et al. [10] found, for three Canadian PV plants, an RMSE range
from 6.38% to 9.17% corresponding to a skill score between
36.7% and 64% with respect the RMSE of PM. This could
prove that the postprocessed GEM prediction of solar irradiance
outperforms both the one wused in this work and the
ECMWEF used by Lorenz. Moreover, da Silva Fonseca et al. [21]
mainly report some accuracy values for regional PV generation
forecasts in Japan. Nevertheless, from the study, the single
site. RMSE obtained by the support vector regression model
could be deduced: 9-14% of P,. For a single plant in France
counties, Zamo et al. [23] experiment different forecast
approaches. They lead to a skill score between 29.4% and 47%.
Again, the best result was achieved by the stochastic random for-
est model. Thus, the RHNN with an RMSE of 11.8% and a skill
score of 39% is perfectly inside the range of accuracy reported in
the literature.

6.3 Error Analysis

6.3.1 Error Propagation in the Deterministic Approach. To
better understand the reason for the lower accuracy of the deter-
ministic forecast, it is useful to analyze the error propagation of
all the models used in this approach: GHI forecast model, transpo-
sition model, and power estimation model. The PV power genera-
tion can be described by

P,, = P,PR(GPOAI/1000) = P,PR(TF)(GHI/1000)  (13)

where PR is the performance ratio defined in Sec. 3, and TF is the
transposition factor TF = GPOAI/GHI

Thus, to study the impact of each model on the overall perform-
ance of the deterministic approach, we present the comparison of
(1) the accuracy reached using only the GHI numerical weather
prediction, (ii) using the GHI forecast and the transposition, and
(iii) using all the three models in cascade

P,,(MOSRH) = P, PR(actual) TF(actual) (GHI(MORH)/1000)
x (KW) (14)
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P,,(MOSRH +IM) = P, PR (actual ) (GPOAI(MORH) /1000) (kW)
(15)

P,,(MOSRH + IM + SAPM) = P, PR(SAPM) (GPOAI

x (MORH)/1000) (kW) (16)

Figure 11(a) shows the accuracy of the three forecasts, and thus
the error propagation. In the box (Fig. 11(b)), the performance of
the SAPM is also reported when the nominal power degradation
effect is neglected.

The errors of the first model (MOSRH) obviously reflect the
accuracy of the NWP forecast data (see Fig. 5) reaching an RMSE
of 10% of P,. Then, the isotropic transposition model (IM) brings
the RMSE to 13% of P,,. Finally, using an accurate evaluation of
the degradation effect, the power estimation model (SAPM) does
not introduce any further error. As previously mentioned, in oper-
ative forecasting, the degradation is not as easily predictable.
Figure 11(b) shows that the power estimation model could
increase the RMSE up to 14% of P, and the bias up to 6%
(because the forecast overestimation is increased by the nominal
power degradation). In any case, the main source of accuracy loss,
right after the GHI prediction, is due to the transposition model.

It is possible to generalize these results on the deterministic
approach. The impact of the GHI forecast on the overall RMSE
could go from a minimum of 80% in case of optimal PV position
(as in this case) to a maximum of 95-100% in case of a horizontal
PV plant. On the contrary, the contribution of the transposition
model to the RMSE could range from 25% to 0% of P,, (optimal
PV position-horizontal position). The accuracy of SAPM depends
on the PV technology, and it could impact the forecast errors from
a minimum of 0% in case of crystalline modules (very weak
power degradation) to a maximum of 5% in case of thin films
modules (remarkable initial performance loss and annual degrada-
tion of plant nominal power).

6.3.2  Deterministic Versus Stochastic Approach: An In-Depth
Error Analysis. From the error propagation analysis of the deter-
ministic model, it is possible to understand the main contribution
of the stochastic approach in improving the forecast performance.
Figure 12(a) shows the error on actual data of the isotropic trans-
position model (RMSEy), the errors of GHI and GPOALI forecast
(RMSEg; and RMSE,), and the forecast error due to the transpo-
sition model (RMSE,;=RMSEg;, — RMSEg;) versus the daily
clear sky index (overcast days with K. < 0.4, partially cloudy
with 0.4 < K.; < 0.8, and clear sky with K. > 0.8).

It appears that the error of the isotropic model on the actual
data (RMSEg) is lower than the error of the isotropic model on
the forecast data (RMSEd). The first reason of this difference is
related to albedo: the nearer the tilt is to 90 deg, the greater could
be the contribution of the reflected component on the global inci-
dent irradiance. Since the reflected irradiance cannot be forecast
by numerical weather prediction models, the GPOAI forecast
accuracy decreases with respect to the GHI in all the typologies of
days. The second main reason is related to the NWP errors in the
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dation of the PV modules

Journal of Solar Energy Engineering

-
P
o

Irradiance errors (\W/m 2)
<)
=]

X\i
40 F/B\S—E/B\E%
e
0 02 04 06 08 1
daily KCS (actual)

-=-RMSE of GPOAI= IM(GHI) = IM error
-E-RMSEd=RMSEG2— FZMSE(31 = IM forecast error
+RMSEG1 of GHInwp=MOSRH

-9--F€MSE(32 of GPOAInwp=IM(GHInwp)

-
2]

=N
[2))

LN
o\
4 N

= a o
o N M

transposition
forecast error

IM
transposition
forecast error

02

Power generation errors (% of Pn)

N A O ®

P

0.4 0.6 0.8
daily KCS (actual)

—+RMSE,, of P_( MOSRH)
~9-RMSE,, of P_(MOSRH+IM+SAPM)
-o-RMSE, of P_(RHNN)

* q

o * 4
%q

Power generation errors (% of Pn)
A
o

o}

0 02 04 06 08 1
daily KCs (actual)

#MBE of P_(MOSRH)
v-MBE, of P_(MOSRH:+IM+SAPM)
-0-MBE,, of P_(RHNN)

Fig. 12 (a) RMSE of the isotropic transposition model on actual
GHI data (RMSE ), RMSE of GHI and GPOAI prediction (RMSE g
and RMSEg,), and the forecast error due to the transposition
model (RMSE ;= RMSE g, — RMSEg,) ((b) and (¢)) RMSE and MBE
comparison of the deterministic and stochastic power forecast in
different typologies of days (RMSEg—-MBEg of the model
P,(MOSRH) considering only the GHI forecast; RMSE 5;—MBE 5,
of the full deterministic model P,(MOSRH + IM + SAPM), and
RMSE p,—MBE g, of the stochastic model P,,,(RHNN))

APRIL 2017, Vol. 139 / 021010-9

Downloaded From: https://solarener gyengineering.asmedigital collection.asme.or g/pdfaccess.ashx?url=/data/j our nal s/j seed0/935853/ on 05/29/2017 Terms of Use: http://www.asr



prediction of direct normal irradiance (DNI). Indeed, the impact
of DNI on the global irradiance is higher as the plane of array
moves from horizontal to its optimal position: south orientation
and 30 deg of tilt angle (for Italy). So that the error in DNI predic-
tion will affect more the GPOALI than the GHI. For this reason, the
transposition error on forecast data (RMSE,) reaches its maxi-
mum in partially cloudy days when the DNI prediction has higher
probability of failure. Thus, the transposition model amplifies the
NWP errors of the GHI forecast.

Figures 12(b) and 12(c) report the RMSEp, and MBEp, for the
deterministic power forecast P,,(MOSRH) considering only the
GHI forecast, the RMSEp; and MBEp, of the deterministic power
forecast P,(MOSRH + IM + SAPM) considering all the models
chain, and the RMSEp, and MBEp, of the stochastic power fore-
cast P,,(RHNN) in different typologies of days.

The RMSE of the deterministic models clearly reflects the
errors of the irradiance prediction. Indeed, the power forecast
errors (RMSEpy and RMSEp;) show similar trend of GHI and
GPOAL forecast errors (RMSE;y and RMSEg,). The stochastic
model (RHNN) achieved lower RMSE and MBE with respect to
the deterministic one (MOSRH + IM + SAPM) for almost all the
different typologies of days. The difference between the RMSEp,
and RMSEp is the isotropic transposition forecast error while the
difference between RMSEp, and RMSEp is the ANN transposi-
tion forecast error. It can be observed that the ANN model halve
the transposition error, bringing the MBE almost at the same level
of P,,(MOSRH) model. Thus, the stochastic approach is outper-
forming mainly because it is able to provide a better transposition
of the GHI forecast.

The RHNN not only corrected NWP bias errors of the GHI pre-
diction (avoiding the MOSRH post processing) but also improved
the accuracy of the GPOALI forecast.

It should be remarked that Pelland et al. [10] tested different
transposition models for their deterministic PV power forecast.
The authors proved that even using outperforming transposition
methods, the forecast accuracy did not show remarkable improve-
ment. Indeed, the GHI prediction errors are much higher than the
GHI transposition errors (see RMSEg, and RMSEg, in Fig.
12(a)) so that an improvement of transposition model perform-
ance has a weak effect on the GPOAI forecast accuracy. In the
deterministic approach, the transposition method essentially
amplifies the GHI prediction errors. On the contrary, the stochas-
tic approach is able to reduce both the forecast and the transposi-
tion error. Gulin et al. [54] proved that stochastic models based on
ANN outperform the most used isotropic and anisotropic transpo-
sition models when applied on actual data. In particular, as in the
present case, the ANN models reduce the RMSE of 50% with
respect to RMSE of the Liu—Jordan isotropic model.

7 Summary and Conclusion

In this paper, a detailed analysis of the accuracy of one original
deterministic and one original stochastic model for day-ahead PV
power forecast is reported. Four years of measurements of PV
power plant production, irradiance, and temperature from a 662
kWp cadmium telluride PV plant located in Bolzano, Italy, were
used to train and test the models. Moreover, a new index called
clear sky performance index (PK ) was defined. This could be
considered as the equivalent of the clear sky index for PV power
generation and, as for the irradiance forecast, it could be used
both to develop an outperforming persistence model and for site
characterization (when no irradiance data are available). The PK
was also used to build a stochastic model. The deterministic
approach consists in applying a transposition model and a power
estimation model to the forecast of the GHI coming from an NWP
model. In this work, the WRF irradiance forecast postprocessed
by model output statistic algorithm was presented and used. More-
over, the Liu—Jordan isotropic model and the Sandia PV array per-
formance model were adopted to transpose the GHI on the plane
of array and to estimate the power generation. A preliminary
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assessment of the NWP data and of the transposition and estima-
tion models used in the deterministic approach was developed.
The MOSRH postprocessing used to refine the WRF irradiance
forecast obtains an RMSE of 110 W/m?, perfectly inside the Euro-
pean performance range [48]. In the same way, also the IM and
SAPM models tested on the actual data exhibit a high accuracy
level with an RMSE of 25 W/m? and 2.8% of P,. Thus, the per-
formance of the deterministic forecast could be considered as a
benchmark for this kind of approach. Furthermore, the error prop-
agation inside the model chain used in the deterministic approach
(GHI prediction, transposition, and power estimation) was stud-
ied. It was proved that 80% of the overall RMSE between actual
and predicted power is due to the GHI forecast while the other
20% is due to the IM. Indeed, the transposition amplifies the GHI
prediction errors. Moreover, the impact of the nominal power deg-
radation of the CdTe modules on the forecast accuracy was eval-
uated. Without considering the degradation effect inside SAPM,
the RMSE of the deterministic model grows from 12.8% to 14%
of P,. The stochastic approach is based on artificial learning algo-
rithms that directly provide the PV power generation forecast
using various meteorological variables coming from NWP tools.
A stochastic model (RHNN) based on an ensemble of ANNs was
developed. The RHNN used the relative humidity of different ver-
tical levels predicted by WREF to forecast the clear sky perform-
ance index. Obviously, the deterministic model errors were
strictly related to the GHI prediction used as input and to the
transposition model. On the contrary, the stochastic model not
only was able to correct NWP bias errors (avoiding the MOSRH
post processing) but also to provide a better irradiance transposi-
tion. Thus, the stochastic approach outperformed the deterministic
one. As a whole, the deterministic approach leads to an RMSE
and MAE of 12.9% and 8.8% of P,, obtaining a skill score of
35% with respect to the simple persistence model. The stochastic
approach provides an RMSE and MAE of 11.8% and 7.9% of P,,
with a skill score of 39%. The annual energy imbalance (defined
in Table 3) of the deterministic and stochastic forecast are,
respectively, of 29-26% of the yearly produced energy.
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Nomenclature

ANN = artificial neural network
GHI = global horizontal irradiance
GPOAI = global plane of array irradiance
IM = isotropic transposition model
KPM = clear sky persistence model
MLPNN = multilayer perceptron neural network
MOS = model output statistics
MOSRH = model output statistics for relative humidity
NWP = numerical weather prediction
PCC = pseudocloud cover
PM = persistence model
PV = photovoltaics
RHNN = relative humidity neural network model
RRTM = rapid radiation transfer model
SAPM = Sandia PV array performance model
WRF = weather research and forecasting

Appendix: WRF Physics Configuration

The WRF model radiation schemes provide atmospheric heat-
ing due to radiative flux divergence and downward surface long
and short radiation wavelengths for the ground heat budget. The
long wavelength radiation (above 4000 nm) includes infrared or
thermal radiation absorbed and emitted by gases and surfaces. The
short wavelength radiation (between 300 and 4000 nm) includes
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visible and surrounding wavelengths that make up the solar spec-
trum. Absorption, reflection, and scattering processes in the
atmosphere and on the surface are simulated. Upward shortwave
radiation is the reflection due to surface albedo [32]. The short-
wave radiation in the WRF model corresponds to GHI.

The shortwave (SW) radiation scheme chosen is the rapid radia-
tive transfer model (RRTMG) [55-57] because of its skill to
describe subgrid cloud variability through a Monte Carlo inde-
pendent column approximation and due to its ability to distinguish
near-infrared, visible, and UV wavelengths. Radiation absorption
and scattering by other gases and aerosols are calculated through
various parameterizations. Concentration and chemical composi-
tion come from parametric values taken from prebuilt tables. To
obtain more accurate results on aerosol concentration and chemi-
cal composition of the atmosphere, the WRF model could be
coupled with an atmospheric chemistry model (WRF-Chem distri-
bution) [58]. Typically, coupling is not performed for daily opera-
tional weather forecasts because of the computational time it
requires and the lack of accurate source data needed for the
entirety of the domain being considered. For these reasons, no
coupled chemical model was run for these simulations.
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